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Abstract

Classical studies in the theory of science concentrated on a logical analysis of scienti¯c

theories, with the unfortunate consequence of leaving aside many interesting epistemolog-

ical problems (the scienti¯c discovery problem, or the representation of sociological and

pragmatical drives, among others). In the 70's a new epistemological view emerged, which

suggested a departure from logical positivism. However, either the formalisms were still

close to standard logic, or the presentations were too asystematic, and the formalization

of scienti¯c procedure was still obscure. In this paper we present a defeasible reasoning

system that is an adequate model for representing scienti¯c theories. Scienti¯c reasoning

is regarded mostly as a design process. The system incorporates incomplete or uncer-

tain evidence about a given situation as information provided by more or less trustable

sources, to extend the reasoning context. This context is then used as a basis for a de-

feasible reasoning process. Then we show how our system can provide an adequate basis

for a scienti¯c reasoning model. In particular, we concentrate on the epistemology of the

scienti¯c research programmes.
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1 Introduction

Most epistemologic studies in the past Cen-
tury concentrated on a logical analysis of sci-
ence, perhaps due to the in°ux of the Vienna
Circle. This had unfortunate consequences.
First, the cienti¯c discovery problem (one of
the most interesting and important episte-
mologic inquiries) was left aside because of
its apparent nonlogical nature. Second, the
¯xation with deduction produced logical re-
constructions of scienti¯c theories that were
in general unrealistic, and the representa-

tion of the scienti¯c method was too rigid.
Third, many important issues, for example
the sociological drive or the strategic and
pragmatic dimension, could not ¯nd its way
in the formalism. This trend was modifyed
in the 70's, when work by Khun and Feyer-
abend among others suggested a radical de-
parture from logical positivism. This slowly
encouraged to consider the use of inference
mechanisms that deviate from standard log-
ical practice (retrodiction, hypothetical rea-
soning, dialectics, and many others) as ade-
quate scienti¯c procedure.



However, these proposals fall short to
overcome some of the di±culties mentioned
above, perhaps because the formalisms are
still too close to standard logic, and the ten-
tative nature of scienti¯c knowledge is some-
what overlooked. This is unfortunate, be-
cause we have a good tradition in defeasible
reasoning systems that can bring impetus to
a new, computational, theory of science. De-
feasible reasoning is concerned with tenta-
tive knowledge representation and best con-
clusion inference under circumstances. In
defeasible reasoning we can ¯nd at least
three di®erent branches: representation of
uncertain evidence (see [16, 17, 12]), reason-
ing with default rules (see [5, 11, 15], and
the use of ampliative inference rules (abduc-
tion, induction, analogy, etc., see [1, 9, 13]).
These formalisms were developed indepen-
dently, and little if any application in scien-
ti¯c reasoning was considered.

For this reason, here we present a reason-
ing system aimed to provide a formally and
pragmatically adequate solution to these
and other representation and reasoning is-
sues. The system regards incomplete or
uncertain evidence about a given situation
as information provided by more or less
trustable sources. This knowledge, together
with the deductive knowledge of the con-
text, is used as a basis for a deductive in-
ference process, provided that no contradic-
tion arises. In case of contradiction, the
least trustable knowledge is discarded. The
extended context is then used as a basis
for a defeasible reasoning process. Am-
pliative inference patterns are also consid-
ered. The system has a semantic charac-
terization of the set of conclusions, and a
derivation procedure is proven sound and
complete with respect to this semantic. The
derivation procedure leads straightforwardly
to a tractable computational implementa-
tion. Then we show how our system can
provide an adequate basis for a scienti¯c rea-

soning model. In particular, we concentrate
on the epistemology of the scienti¯c research
programmes proposed by Lakatos.

2 Some pragmatic con-

siderations

In the description of our reasoning system
we will incorporate some notions borrowed
from the theory of knowledge, in particular,
we will use extensively the distinction be-
tween de dicto and de re modalities. These
modalities qualify the attribution of a prop-
erty p to an individual x. In a de dictomodal
sentence, the sentence itself is quali¯ed (i:e:,
we have \3(x 2 p)"), and thus mainstream
mathematical modal logics correspond to de
dictomodalities1. In our pragmatic analysis,
we can interpret this sentence as \(I believe
that) I see p(x)".

In a de re modal sentence, the attribution
of the property p to the individual x is qual-
i¯ed (i:e:, we have \x 3 2 p"), and thus the
sentence is plain ¯rst order (nonmodal). We
interpret this sentence as \(I believe that)
normally p(x)". As we can see, the di®er-
ences between these modalities were over-
looked in the development of mathematical
logic, and then are inexpressible in a ¯rst
order logic language.

In this work, however, we must empha-
size the distinction from the standpoint of
the theory of knowledge (see [2]). A de
dicto sentence refers to a given state of af-
fairs. A de dicto belief, then, should be held
about particular situations, (ground atomic
sentences or evidence). It seems absurd to
hold a de dicto belief about nonexistent indi-

1In ¯rst order formalizations of modal logic, it
is usual to designate as de dicto a sentence in
which the scope of the modal operator includes the
scope of the (standard ¯rst order) quanti¯er (v.gr.
38X:p(X).), and as de re when the contrary is the
case [18].



viduals or about general (nonground) knowl-
edge. On the other hand, de re beliefs qual-
ify the inherence of one property in another,
and then, a de re belief is about sets of in-
dividuals (i:e:, general knowledge), existent
or not. We can summarize the point in the
following table.

de dicto de re
belief belief

Particular (I see that) (Normally,)
Opus is a Opus is a
penguin. penguin.

General (I see that) (Normally,)
birds °y. birds °y.

In the development of our reasoning sys-
tem, both knowledge representation and in-
ference issues are concerned. For the pur-
poses of our work, we must ¯rst consider
the pragmatic treatment of quali¯ed knowl-
edge. The backbone of the reasoning system
is a set of deductively ¯rm knowledge repre-
sented as a ¯rst order theory. In addition,
our system will accept de dicto knowledge
as a set of ground atomic sentences that ex-
tend the context of the theory with prima
facie evidence about certain individuals (as
can be seen in the table above, accepting
de dicto general knowledge can be a quite
outrageous jump [3]). Certain prototypical
properties that have been recurrently ob-
served in practice can be represented as de-
feasible rules. This de re knowledge can be
regarded as abstractions of a set of states
of a®airs that lead to useful but unsound
generalizations. These generalizations as-
sume the form of prima facie material im-
plications or inference rules that expand the
inference capabilities of the theory (holding
de re particular beliefs is nonsense, as can
be seen also from the table above). Now it
is plain to see that default rules of standard
nonmonotonic reasoning correspond to de re
knowledge, and that uncertain evidence or
plausible knowledge corresponds to de dicto

knowledge. Defeasible reasoning with de-
fault rules, then, can be regarded as a logical
system that incorporates representation and
reasoning with de re knowledge.

3 A Reasoning System

We will now describe a reasoning system
for defeasible reasoning under uncertain ev-
idence. The system ¯rst considers a set of
(possibly contradictory) evidence from in-
formation sources to extend the reasoning
context, and then triggers a defeasible rea-
soning process to expand the set of conclu-
sions. The system can be considered an im-
provement upon the proposals of Rescher
[16] and Roos [17], since it handles also de-
ductive knowledge of the context, and defea-
sible knowledge represented as default rules.
Knowledge K is represented in a deductively
closed ¯rst order theory. A set of uncertain
evidence is acquired from a ¯nite set of in-
formation sources I. A partial plausibility
relation is established among I.

Definition 1 An Information Struc-
ture is a pair hI;ÁPi, where I is a set of
Information Sources I = fI1; I2; ¢ ¢ ¢ ; Ikg
and ÁP is a partial order in I named Plau-
sibility Relation. I contains an element
I> such that 8Ii 2 I:Ii ÁP I>, and an ele-
ment I? such that 8Ii 2 I:I? ÁP Ii. Every
Ii provides a ¯nite set of ground literals l,
plausible at level Ii. If li is such a literal, we
call the pair hli; Iii an Evidence Item. The
Evidence Set E is the union of all evidence
items. 2

The restriction of li to be ground literals
is rooted with the epistemological consid-
erations discussed above, a distinction not
made by Rescher and Roos. To make the
formalization concise, we will overload the
relation ÁP , relating sets of evidence under



plausibility, since it is usual that a reason-
ing line is rooted in several ground literals.
Roughly, the plausibility of a set S of ev-
idence items is the subset of lower bounds
of S under plausibility, i:e:, the \weakest"
items where an attack on S can be spotted.

Definition 2 Given a set S µ E , the
Plausibility of S, denoted as PS is the
set PS = fIij9hli; Iii 2 S & 6 9hlj ; Iji 2
S:IjÁPIig. Given two evidence sets E1 and
E2, we say that E1 is more plausible than
E2 (denoted as E2ÁPE1) if and only if every
evidence item in E1 is at least as plausible
as every evidence item in E2, and there ex-
ists at least one evidence item in E1 that is
strictly more plausible than every evidence
item in E2. 2

Most of the times (K[E) contains contra-
dictions2. Then, we must ¯nd a set KE µ E
of accepted evidence such that (K [ KE) is
free from contradictions, and that KE is a
maximally plausible subset of E with respect
to K. This can be characterized as the inter-
section of all the maximally plausible consis-
tent subsets (MPCS) of E (with respect to
K), which are based on the linear extensions
of ÁP .

Definition 3 Given a linear extension e of
ÁP , a Maximally Plausible Consistent
Subset (MPCS) of E (with respect to K) is
a set Ee such that
² Ee µ E (Ee is a subset of E),
² (Ee [K) 6̀ ? (Ee is consistent with K),
² 8hli; Iii 2 Ee:8hlj ; Iji 2 (E=Ee):Ii 6ÁPIj

(no item in Ee is less plausible than
every item in E=Ee),

2Here and in what follows we will abuse on lan-
guage. A proper notation should be \K[flijhli; Iii 2
Eg contains contradictions" but, whenever it is clear
from context, we will refer implicitly to the literals
in an evidence set with the same symbol as the ev-
idence set itself.

² 6 9E 0:Ee ½ E 0 µ E ; (E 0 [K) 6̀ ? (Ee is
maximal),

where ` is the classical consequence relation.
The set of Accepted Evidence KE is the
intersection of the MPCS's induced under
every linear extension of ÁP . Finally, the
set of conclusions is the deductive closure
of the accepted evidence (regarding each ev-
idence item as a plain literal) together with
knowledge K. Abusing on language we de-
note the set of conclusions as Th(K [ KE).
2

A proof procedure for this reasoning sys-
tem that is sound and complete with respect
to the previous de¯nitions can been given
(space considerations do not allow to do this,
the readers can consult [4]). This proof pro-
cedure leads naturally to a computational
implementation.

Example [Cascaded Ambiguities [8]]

Our knowledge about political attitudes
can be sumarized as follows:

Republicans are not paci¯sts r(X) >¡¡ :p(X)

Quakers are paci¯sts q(X) >¡¡ p(X)

Republicans are football fans r(X) >¡¡ ® (X)

Football fans are belicists ® (X) >¡¡ b(X)

Paci¯sts are not belicists p(X) >¡¡ :b(X)

Nixon is a Republican hIp; r(nixon)i

Nixon is a Quaker hIq; q(nixon)i

Now what can we conclude about Nixon's
belicism? We may consider two exten-
sions E1 = f® (nixon); b(nixon)g and E2 =
fp(nixon);:b(nixon)g, which are mutually
incompatible. If we are in disposition to as-
sign a better plausibility to any of her infor-



mants Ip and Iq, then there will be only one
preferred extension.

In this example, some reasoning systems
arrive only to the ¯rst conclusion (i:e:, that
Nixon is belicist) because the ambiguity in
p(nixon) \blocks" the second extension. In
our system this is never the case. If we trust
more in any of our informants that in the
other, then our decision about p(nixon) re-
duces to Nixon's Diamond, (as was solved
above), and our decision about b(nixon) can
be inferred in consequence.

Now that the system has expanded the
context with contradiction-free evidence, we
will brie°y state the general towards em-
bedding defeasible reasoning in the system.
Consider that our system believes that nor-
mally birds °y. But it also receives the re-
port from a not quite trustable source that
opus is a bird but it does not °y. Should the
system accept that report? If so, what can
we conclude? This is a simple situation of
the more complex cases that can arise in de-
fault reasoning with uncertain evidence. In
our system we consider that plausible infor-
mation should be given precedence with re-
spect to defeasibile conclusions. This crite-
rion is similar to the adopted by Loui [11] in
his defeat among arguments, and in Prakken
[15] in the context of modeling issues of le-
gal reasoning. In Loui, when combining
kinds of defeaters, the use of more evidence
is the most important defeater. Following
Prakken, legal criteria assign precedence to
Lex Superior with respect to Lex Specialis.

As we can see, plausibility ordering can
be seen both as an evidence importance cri-
terion (since using more plausible evidence
is in a sense to use \better" evidence), and
as a superiority criterion (since using more
plausible evidence is using knowledge from a
superior stance). Then, the general form of
default reasoning under plausible grounds is
that a plausibility analysis comes ¯rst and
the default reasoning (i:e:, reasoning with

default rules) comes next. Put simply, our
¯rst considers the reports from the informa-
tion sources to ¯nd the set KE of accepted
information. Then it reasons defeasibly with
the set of default rules, on the enlarged (but
contradiction-free) context (K[KE). If mul-
tiple extensions arise, then a preference can
be established among extensions, based on
the plausibility of the subset of KE used to
generate each extension.

4 Scienti¯c Reasoning

Models

Scienti¯c theories are intended to establish
systematic connections between phenomena
of a given domain, in a way such that infer-
ence of new facts from observations may be
possible. Our view of theory formation is a
design process, where the purpose is to sys-
tematize a given domain. This systematiza-
tion can be stated as a covering of a relevant
subset of the observations, i:e:, a good the-
ory is one that covers most important cases
with little (if any) ad hoc procedure. We
can distinguish at least three di®erent lev-
els or strata of statements within a scienti¯c
theory. The ¯rst level, N1 is the set of par-
ticular sentences that represent the di®erent
states of a®airs that can arise in a given do-
main. Normally, statements in this level are
ground literals. The second level N2 con-
siders the empirical or accidental generaliza-
tions [14, 6]. Knowledge in this level tends
to represent in a regular manner the classi-
¯cations and correlation that have been ob-
served over sets of statements of the previ-
ous level. A statement in this level assumes
the form of a lawlike (universal, existential,
probabilistic) statement referred to objects
and properties of N1 (i:e:, observables). The
third level N3 covers the theoretical state-
ments, i:e:, non observable entities. These
statements are also called (internal or ¯rst)



principles, and assume the form of univer-
sally quanti¯ed sentences,

One of the earliest models of scienti¯c rea-
soning was Hempel's hypothetic-deductive
(H-D) paradigm [7]. Hempel proceeded with
the schema L ` e, where L {the explanans{
is a set L 2 N2 of general laws, and e 2 N1

{the explanandum{ is the fact to be ex-
plained. The nature of L is always tentative.
This means that scienti¯c theories cannot
be veri¯ed but can only be rebated. There
is no possible evidence set that renders true
a given theory, but \a single ugly fact can
render false an otherwise beautiful theory"
[14]. This shows a pragmatic inadequacy of
the H-D paradigm. In practice, scientists
certainly do not abandon a fruitful theory
when it is confronted with a single refuta-
tion. Moreover, as history shows, any given
theory that produces positive results will not
be completely abandoned.

This fact, observed by Lakatos [10], was
the inspiration for his rational reconstruc-
tion of the dynamic of scienti¯c theories.
We can regard a research programme as a
structured set of knowledge that includes a
knowledge set that is considered to be the
kernel of the programme. It includes a set of
lawlike statements, generalizations and pos-
tulates, that theoretically shapes the pro-
gramme itself. This kernel is therefore de-
¯nitive, being the remainder of the knowl-
edge structure a mechanism to protect it
from refutation. This protection operates by
means of a \protective belt" of ancillary hy-
potheses that protects the kernel from refu-
tation. There are at least two heuristic pro-
cedures to confront a theory T with a given
experimental result e. If e is adequately pre-
dicted (or explained), then the programme
has a positive result, and then we can apply
the positive heuristic, i:e:, try to discharge
earlier auxiliary hypotheses rendering them
as consequences of the kernel. If e is not ad-
equately predicted or explained by the the-

ory, then we can apply the negative heuris-
tic and ¯nd an auxiliary hypothesis c that is
particular to the case e such that T together
with c fails to entail e. If that hypothesis c is
incompatible with T , something in T must
be given up to accommodate c. It is remark-
able how this view of scienti¯c reasoning is
in fact a design process, in which the drive
is towards maximization of knowledge.

Criteria for theory comparison, within the
behavior of a programme, are based on the
epistemic importance relation. Within a
given discipline, theories share a common
ground of which their epistemic structures
are subsets. The following example shows
some di®erent alternatives that can arise
when confronted with a negative result.

Example
Let a theory T be T = hfa; a >¡¡ bg; fgi.
This theory predicts b. If b is not experi-
mentally observed, i:e:, if there is certain
evidence that :b, then at least three new
theories can be constructed from T :

1) The new theory is T 1 =
hfa;:b; a >¡¡ bg; faÂ:b; aÂa >¡¡ bgi.
Following T 1, the prediction fails because a
is not adequately justi¯ed, but a >¡¡ b can
be safely maintained. Moreover, this state
of a®airs suggests that presupposition that
:a, which must be corroborated.

2) Here we have T 2 =
hfa;:b; a >¡¡ bg; faÂ:b; a >¡¡ bÂagi.
In T 2, the culprit is the lawlike statement
a >¡¡ b, which is rendered false from
evidence a and :b that can be safely
maintained.

3) Other cases may exist where an
auxiliary hypothesis c is proposed to pro-
tect the lawlike statement from falsation.
In this cases the new theory is T 3 =<
fa; c;:b; a >¡¡ b; a ^ c >¡¡ :bg; fg >.



Following T 3, the statement a >¡¡ b sys-
tematizes only a subset of the domain,
but a more speci¯c law a ^ c >¡¡:b must
exist in a way such that completes the
systematization in particular situations in
which c is observed.
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